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Abstract
We propose a classification for a set of pixel-level

algorithms employed in video surveillance applications
and define a performance evaluation metric, based on an
analysis of experimental data, for comparing the
addressed algorithms. The results of such a comparison
are presented and discussed. The set of algorithms
considered in this work comprises several algorithms
widely known in literature.

1. Introduction

Video Surveillance (VS, from now on) is among the
most important application fields for Computer Vision
and Pattern Recognition.

A remarkable deal of work have been done aimed at
developing “special-purpose” VS-systems chasing high-
level assessment tasks (a survey [6], traffic data collection
and monitoring [4] [5], gesture recognition of people
exchanging objects in public areas [9]). General-purpose
VS-systems are, instead, more versatile thanks to their
independence from scene knowledge. This makes
general-purpose VS-systems easier to configure and
suitable to meet typical VS needs so far delegated to
humans.

The structure of a general-purpose VS-system, shown
in Figure 1, can be thought as a hierarchy of three levels:
the Pixel-Processing Level, the Frame-Processing Level
and the Tracking-Processing Level. The first level mainly
distinguishes objects from background, classifying all the
image pixels; it typically embodies a set of noise filters
for the most common noise sources, which will be
referred to as “Typical Problems” in the reminder of the
paper. At the Frame-Processing Level the VS-system
joins together foreground pixels belonging to the same
object and also, based for instance on proximity or speed
criteria, may attempt to group blobs belonghing to object
parts which have been recovered as non connected
regions by the lower processing level. In the Frame-
Processing level it is often present a size-filtering stage

aimed at cutting small blobs, probably coming from noise.
The Tracking Level tracks entire objects managing events
like merges, splits, occlusions, sudden motion of a
background object or foreground objects becoming
motionless; it also determines objects features like size,
speed and direction, interactions, gestures (if objects are
humans). If the scene is outdoor, the tracking level can
keep count of the daytime light cycle in order to manage
shadows and optimise parameters following the changes
due to different lighting conditions. The two higher levels
can also provide feedback information for the underlying
ones in order to set properly their parameters.

Figure 1. Hierarchical Structure of a VS-system

However, many relatively-simple and general-purpose
VS-systems rely on the Pixel-Processing level only, since
they perform just motion or change-detection in selected
areas, in order to give simple triggers to the human
analysis of the incoming video sequence [10] (instead of
giving an interpretation of what is happening on the
scene). These systems allow to manage multiple on-line
events as well as off-line event viewing, thanks to
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automatic video recording triggered by the change-
detection algorithm.

For both, level-structured and simple, general-purpose
VS-systems the result of the Pixel-Level processing
conditions the performance of the whole system. The
higher is the reliability of the pixel classification stage,
the better will be the quality, the speed and the versatility
of the VS-system. For instance, a noisy pixel
classification will decrease the speed of the Frame-Level
processing stage which will result saturated due to noise
filtering, or will over-trigger the user.

Among the most important “Typical Problems” for the
Pixel-Level stage there are: changes in scene illumination
(for instance, clouds hiding the sun), background
instability due to motion (e.g. waving trees), object
camouflage over background (objects with the same
colour as the background), foreground objects detection
aperture due to homogeneously coloured objects [14].
Whenever unprotected against such a noise sources, VS-
systems miss foreground pixels or classify as
“foreground” pixels belonging to the background,
compromising the quality of the whole system.

The goal of this work is to analyse and compare a
selected set of Pixel-Level algorithms chosen among
those suitable to general-purpose VS-systems. Some of
them are widely known in literature while some others,
which will be described in more detail, have been
developed by the authors in the context of this research.
In order to carry out the comparison we propose a
classification of the considered algorithms and define a
performance evaluation metric based on the analysis of
experimental data. These come from the analysis of a set
of benchmark sequences showing most of the Typical
Problems for Pixel-Level algorithms.

2. Pixel level algorithms

Pixel-Level algorithms (found in [1], [6], [7], [8], [9],
[12], [13], [15]) can be classified into the two major
classes shown in Figure 2. Background Algorithms use a
background reference to classify pixels, while Frame-
Differencing Algorithms extract foreground pixels by
comparing the current frame with previous frame(s).

Figure 2. Classification of Pixel-Level algorithms

In the initial phase of our work aimed at evaluating
Pixel-Level algorithms we carried-out a "Pre-Selection"

step by implementing several algorithms, collecting
experimental data obtained in benchmark sequences and
comparing the algorithms belonging to the same class on
the basis of the performance evaluation metric which will
be shown in the next Section. This work, described in [16]
and not completely reported here for the sake of brevity,
was basically aimed at finding out the "best
representative" of each class/module: as shown in Figure
3, we have chosen a set of algorithms per class based on
the criteria that the set must include at least two
algorithms covering the typical “class-behaviour” under
critical conditions. Following the scheme of Figure 3, we
describe now the classes and the algorithms.

Figure 3. Algorithms considered for the "pre-
selection" step

The Derivative Algorithms do not have any
background reference to be updated and produce their
output through one or more differences between
contiguous frames, thus they are robust against light
changes but present lacks of sensitivity. The "Double
Difference" computes two thresholded differences
between three frames: abs[F(t-2)-F(t-1)] and abs[F(t-2)-
F(t)] [3], [17]. The two binary images resulting from the
previous operations are AND-ed to obtain the final
output.

Background Algorithms typically include a "Detection
Module" and a "Background Maintenance Module". The
former classifies pixels by comparing the current frame
against the Background, the latter keeps the Background
constantly updated. The Background can be either an
image or a set of statistical parameters. Most algorithms
that use a reference need a training period to set up the
reference. A training period is made out of a certain
number of frames in which no objects are present in the
scene and the background changes only as result of
various sources of noise. The algorithms with Statistical
Detection module are generally thought to recognise and
filter out the background instabilities learning the pixels
variability during a training period. This yields a
sensitivity improvement respect to the derivative class.
However, excessive sensitivity can causes saturation or
also a diffused blindness that determines a poor detection;
these drawbacks are mainly due to the training conditions.
We have implemented a generic Gaussian Model based
algorithm (derived from [13] and [11]) that assumes a
gaussian distribution for background noise and the "W4"
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algorithm, that is used as Pixel-Level algorithm in the
"Hydra" VS-system [7]. W4 is conceived to reduce the
blindness, typical of statistical algorithms, when the
pixels variation range is wide during the training period.
When this happens W4 sets a less selective thresholding
based on the hypothesis of a bimodal distribution for
noise. It computes three statistical parameters per each
pixel during the training period. We found that these
parameters characterise very well the typical pixel
variability as long as the working conditions are relatively
similar to the training conditions. In such a context, "W4"
filters-out effectively the background instability,
preserving a discrete sensitivity for zones affected by
noise types like waving objects moved by the wind,
blinking lights or flickering monitors. Finally, as a
variation of the previous two, we have implemented an
algorithm called “Intra Frame” that computes as noise
thresholds the maximum and minimum differences among
two frames for a pixel during the training period. It has
been ceonceived to patch the excessive sensitivity of
Gaussian Model and to get faster processing speed than
W4. The algorithms with Detection Module and based on
a Background Image are probably the most widely
known. Among these, we have chosen the Absolute
Difference because of its simplicity and velocity in
computation that grants a good point of view for a class
features estimation. Taking ideas from the Block
Matching Algorithm [2], we have implemented two
versions of the correlation between the current image and
the background, thus trying to solve the typical Absolute
Difference problem, i.e. the excessive sensitivity to light
changes. As known, indeed, the cross correlation is quite
independent of “global” light changes [5]. Thus we have
implemented two correlation-based algorithms: in the
algorithm referred to as Block NCCF the image is
partitioned in square blocks and the foreground blocks are
detected by thresholding the NCCF (Normalised Cross
Correlation Function) between the current and the
background images. The second algorithm, referred to as
Pixel NCCF, allows for a higher resolution detection
since the NCC among the current image and the
background is computed on a pixel-basis (i.e. each pixel
in the current image is the center of a block to be matched
with a corresponding background block).

As far as the Background Updating Module is
concerned, we considered a simple constant-weight
updating referred to as “1-Weight” (or "blind" updating,
since it does not take into account the pixel classification
performed by the detection module [5]) and an updating
strategy, referred to as “2-Weights”, which instead is
based on exploiting a feedback from the detection module
to the background updating module, as shown in Figure 4.

Figure 4. Output feedback in the background
updating

Basically, there are two weights that determines how
fast the intensity value (or the statistics) of a pixel in the
current image will contribute to the updating of the
background: if, in the current frame the pixel has been
classified as foreground, the slower weight will be chosen
while, if it has been classified as background, the fast
weight will causes a fast inclusion of the contribution
associated with the pixel into the reference. Since
misclassifications can happen, the two weights are
necessary and cannot be replaced by a trivial "full-
update/don't update" policy: the fast-but-not-immediate
weight act as low-pass filter, protecting background from
noisy pixel-transient updating; the non-zero updating for
foreground, allows for the recovering of foreground
misclassifications. The pixel value for the actual
background (time t) will be PixelBackgroundt(x,y) =

PixelImaget-1(x,y)· Weight(x,y) + PixelBackgroundt-1(x,y)

·[1-Weight(x,y)], where Weight(x,y) will vary as:
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This approach can be applied also to a Statistical
Background. In such a case, the two weights will
determine how many past frames will be considered for
the computation of the statistical parameters: if we are
updating a background pixel, so as for the fast weight, we
will consider only the few recent entries for the statistic,
in order to let the current entry to heavily condition the
global parameters of the whole statistic (i.e. fast updating
of the statistics). Conversely, if a pixel is classified as
foreground, its actual data will smoothly affect the
statistical reference parameters by considering a
population made out of several old frames (i.e. slow
updating of the statistics).

3. Performance evaluation

Since all Pixel-Level algorithms produce a binary
image as output we have devised a performance metric
which allows to evaluate frame by frame whether a pixel
has been classified correctly. To do this, after selecting
the frame to be analysed, we generate by-hand a ground-



truth mask corresponding to the correct pixel
classification (Figure 5).

Figure 5. An image and its ground-truth

The software implementing the considered low-level
algorithms contains also several functions aimed at
counting the pixels which appear as misclassified with
respect to a given ground-truth mask. These functions
allow for counting separately false positives (i.e.
background pixels erroneously classified as foreground)
and false negatives (i.e. background pixels erroneously
classified as foreground).

As a general principle, we choose a metric for
classification errors that accounts for misclassifications
relatively to the size of a Region Of Interest:
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Following this principle we can define the errors for
False Positives and Negatives:
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where B is the background size and M (mask) is the
foreground size (both in pixels). Extending the ROI to the
entire image we define the Absolute Error:
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Substituting the FP and FN errors % we obtain:
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where the full image size is imageSize = B+M.
The AbsoluteError% gives an "exact" measure of how

good is the algorithm performance, but it accounts rather
poorly for the human visual perception of the binary
output resulting from a given classification. Investigating
for this mismatch, we found that, in some images,
foreground objects are very small compared to the image
size, while, in some others, foreground objects dominate

the image area. In these cases the human visual judgement
is hugely biased by the performance of the algorithm into
the biggest region. To adopt a metric which follows more
closely the human visual perception we have defined the
VisualError% which gives more relevance to the False
Positives if objects are small in the image, or more
relevance to False Negatives if objects are big
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The following relation among the two defined errors
shows that they substantially differ by a factor which is
always>1, i.e. the VisualError% amplifies the
AbsoluteError% as a function of the difference between
object and background sizes:
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Figure 6 shows two different elaboration for the source
image of Figure 5, where objects are small respect to the
image size:

                  a)                                    b)

Figure 6. Examples of two outputs for the image
of Figure 5

It is clear that Figure 6-(a) is much noisier than Figure
6-(b) but this is not evident looking at the absolute errors
in Table 1 that differs only by 0.7%: conversely, a better
description of the human visual perception is given by the
visual errors, where the difference grows to 13%.

Figure 6-(a) Figure 6-(b)
Absolute Error% 2,2% 1,5%

Visual Error% 41,7% 28,7%

Table 1. Absolute and Visual errors for the
previous outputs

We have recorded a set of 15 benchmark sequences
reproducing several combinations of the Typical
Problems considered in Section 1. To obtain the
experimental data reported in this paper we ran our
algorithms over entire sequences, selecting significant
frames containing specific Typical Problems for the data
measurements.



4. Experimental results

As introduced in Section 2, measurements has been
carried out in two steps: first we performed a Preliminary
Selection comparing algorithms belonging to the same
class, then we have compared the “winners” in a Final
Comparison. For the first phase we choose sequences
containing Typical Problems particularly harmful for the
considered class in order to put in evidence the qualities
of each algorithm. For the Final Comparison we have
used a sequence containing an as wide as possible variety
of Typical Problems, in order to find out the better
algorithm in general terms.

The Final Comparison scheme between the classes
(described in Section 2) is shown in Figure 7.

Figure 7. Scheme for the final comparison

Concerning the Pre-Selection, as for the Derivative
Algorithms, we found that the best performance on the
benchmark sequence were obtained with "Double
Difference" algorithm, the best Detection Module in case
of Statistical Reference was the algorithm referred to as
"W4", the best Detection Modules in case of Visual
Reference were the "Absolute Difference" and "Block
NCC" algorithms and the best Reference Updating
Module was the algorithm referred to as "2 Weights"
(more in [16]).

For the Final Comparison we choose a single sequence,
"Parco Sc", (length = 500 frames, frame size = 768 x 576
pixel, grey levels = 256, frame-rate=12 Hz, initial training
= 119 frames). This sequence has been chosen because of
its completeness in containing Typical Problems: light
changes when objects are in motion, background
instability, object camouflage, and foreground aperture.
To obtain measurements we have selected significant
frames containing Typical Problems: we choose frame
number 135 for camouflage; 170, 215, 271 for
background instability and a smooth light change; 290,
310, 323 for background instability and a huge 60 grey-
levels light change between 290 and 323; 365 for
foreground aperture; 423 for background restoring
evaluation after background instability.

We present here the results of the Final Comparison
between the Pre-Selection best-representatives resulting
from the Pre-Selection. The measurements are based on
the performance evaluation metric presented in Section 3
and follow the scheme shown in Figure 7. Each frame has
been processed by four algorithms: "Double Difference",
"W4" with "2 weights updating", "Absolute Difference"
with "2 weights updating" and "Block NCC" with "2
weights updating".

Per each processing we have calculated the errors:
False Positive%, False Negative%, Absolute Error% and
Visual Error%.

Table 2. False Positives errors in source frames
per selected algorithms

Table 2 shows how the "Double Difference" output has
the lowest False Positive noise quantity but, in Table 3,
the same algorithm has the worst score for False
Negatives, the best algorithm being in this case "W4"
with "2 weights updating". For this reason we reject the
"Double Difference".

Table 3. False Negatives errors in source frames
per selected algorithms

Table 4. Absolute Error in source frames per
selected algorithms

In the global error tables (Table 4 and Table 5) "W4"
with "2 weights updating" works fine until the light
remains constant while the "Block NCC" with "2 weights
updating" shows its major robustness to light changes in
central frames, when the light discontinuity is greater. By
evaluating the Absolute and Visual errors %, the
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“Block NCC"

Background updating module add-in

Frames of “Parco Sc” file sequenceFPerror%

135 170 215 271 290 310 323 365 423
Double
Difference 0% 0,004% 0,02% 0,06% 0,083% 0,34% 0,48% 1,51% 0,039%

W4 0,091% 0,335% 0,345% 0,812% 1,2% 3,43% 7,1% 22,4% 21%

Absolute
Difference

0,004% 0,101% 0,090% 0,068% 0,073% 0,383% 0,586% 2,11% 0,795%

Block Based
NCCF 0,028% 0,361% 0,270% 0,274% 0,240% 0,664% 1,003% 3,051% 1,113%

Frames of “Parco Sc” file sequenceFNerror%

135 170 215 271 290 310 323 365 423
Double
Difference 93,1% 77,9% 60,5% 60,2% 64,2% 32,5% 30,7% 34,7% 72,2%

W4 28,4% 21,4% 11,6% 21,5% 19,5% 14,7% 12,5% 13,4% 9,3%
Absolute
Difference 64,6% 47,9% 32,8% 53,8% 40,1% 36,5% 26,9% 28,4% 40,5%

Block Based
NCCF 68,3% 35,4% 11,8% 38,3% 32,7% 16,6% 16,6% 35,2% 27,6%

Frames of “Parco Sc” file sequenceAbsolute Error%

135 170 215 271 290 310 323 365 423
Double
Difference 0,348% 0,227% 0,337% 1,033% 1,52% 1,22% 1,52% 5,4% 1,06%

W4 0,197% 0,409% 0,41% 1,15% 1,61% 3,74% 7,29% 21,3% 20,8%
Absolute
Difference 0,245% 0,269% 0,28% 0,938% 0,969% 1,37% 1,49% 5,2% 1,35%

Block Based
NCCF 0,283% 0,484% 0,337% 0,89% 0,968% 1,1% 1,54% 6,8% 1,49%



algorithm which holds the best score for more frames is
the "Absolute Difference" with "2 weights updating".

Table 5. Visual Error in source frames per
selected algorithms

5. Conclusions

This work proposes a classification for Pixel-Level
algorithms suitable for general-purpose VS-systems. The
proposed scheme is effective in classifying several
algorithm known in literature and has suggested us the
right input for developing original and robust modules
like the "Absolute Difference" with "2 weights updating".
After a Pre-Selection step and the definition of a suitable
metric, we have compared the performances of selected
Pixel-Level algorithms with respect to their ability to
classify pixels into background and foreground. The result
of such a comparison suggest, as the best combination of
detection and updating modules, the "Absolute
Difference" with the "2 weights updating". This
evaluation accounts for both false positives and false
negatives in a manner that is similar to the human
perception of classification errors. The "Absolute
Difference" is the simplest among the algorithms that uses
a reference and its combination with the "2 weights
updating" makes the resulting algorithm quite
independent by any scene and objects constraints.

Our future work will be aimed at developing an as
general-purpose as possible, rule-based, tracking module
to be linked to the Pixel-Level processing module. This
will involve further analysis of Pixel-Level algorithms in
order to asses whether the performance evaluation metric
adopted in this paper and based on human visual
perception reflects the behaviour of such algorithms when
they are not the unique module of a VS-system but
instead act as input for higher-level processing modules.
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